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This paper presents a general approach to and elucidates the main features of the effective potential,
friction, and diffusion exerted by systems near a critical point due to nonlinear influence of noise. The
model is that of a general many-dimensional system of coupled nonlinear oscillators of finite damping
under frequently alternating influences, multiplicative or additive, and arbitrary form of the power spec-
trum, provided the time scales of the system’s drift due to noise are large compared to the scales of un-
perturbed relaxation behavior. The conventional statistical approach and the widespread deterministic
effective potential concept use the assumptions about a small parameter which are particular cases of the
considered. We show close correspondence between the asymptotic methods of these approaches and
base the analysis on this. The results include an analytical treatment of the system’s long-time behavior
as a function of the noise covering all the range of its table- and bell-shaped spectra, from the mono-
chromatic limit to white noise. The trend is considered both in the coordinate momentum and in the
coordinate system’s space. Particular attention is paid to the stabilization behavior forced by multiplica-
tive noise. An intermittency, in a broad area of the control parameter space, is shown to be an intrinsic
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feature of these phenomena.
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I. INTRODUCTION

There is a great deal of interest in the behavior of sys-
tems near instabilities such as lasers, hydrodynamic con-
vection, crystal growth, chemical reactions, etc., subject-
ed to chaotic modulation of the control parameters. A
nontrivial general phenomenon one observes is that of
stabilization, i.e., the noise-induced shift of the instability
threshold, while the transition remains often sharp. Such
effects can influence or alter the trend of pattern forma-
tion qualitatively (see, e.g., Brandt [1] and Kai [2]).
Essential advances in the theory are due to Suzuki [3] and
Graham and Schenzle [4,5]. As an archetypal model, a
modulated oscillator

mX +hx=—VV(x)+g(x)&(t) (1)

usually with g (x)=x and &(¢), a rapidly alternating func-
tion treated like a random function, and with a quartic
potential ¥ (x), VV(x)= —ax +bx>, near the point a =0
serves as a generic representation of a variety of bistable
nonlinear systems. It has been of historical and continu-
ing interest in various aspects (see, e.g., Sancho and San
Miguel [6], Lefever and Turner [7], Ebeling et al. [8],
Fronzoni et al. [9], Mackey, Longtin, and Lasota [10],
Horshemke and Kondepudi [11], Horshemke and Lefevre
[12], Lindenberg and West [13], three volumes of reviews
edited by Moss and McClintock [14], and a review by
Dykman and Lindenberg [15]). Though the phenomena
have been considered at length, principal questions still
remain unclear. For example, one can find in the reviews
by Horsthemke and Lefever [16] and by Lucke [17] for-
mulas derived by different methods, yielding shifts of the
instability point which differ even in sign for the linear-
ized model (1).
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The multiplicative noise action near a critical point
resembles, at first sight, the effects associated with a pen-
dulum under frequent harmonic vibration of its suspen-
sion that leads, in a certain range of parameters, to stabil-
ization of the upper vertical state of the pendulum. Such
systems, under harmonic modulation of the control pa-
rameter, have been investigated at length previously and
an essential role has been played by the well-known con-
cept of effective (or high-frequency) potential as described
in Landau and Lifshitz [18], especially for complex mul-
tidimensional and continuous systems. According to this
concept, models such as (1), as well as the coupled oscilla-
tors [many dimensional and continuous generalizations of
(1)], under the action of fields frequently oscillating in ¢
but smoothly varying in x, have on the average such a
behavior as if they were acted upon by an effective poten-
tial which is equal to the kinetic energy of the frequent
motions of the system generated by the oscillating fields.
This concept covers the fields containing a number of
high-frequency components as well. It penetrates widely
into different physical realms and its advantage is that it
allows us to recognize at once a trend, characteristic
features and scales of the smoothed behavior and of the
stabilization effect in particular, without consideration of
details of explicit solutions.

But the multiplicative action of rapidly alternating
influences that can be regarded as a high-frequency field
can differ critically from that of a random function of
short correlation time. The simplest one-dimensional
model

% =ax +E&(0x 2

under a given initial condition x (0)=x, demonstrates
this. Averaging the solution of (2) for the case of modula-
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tion by Gaussian white noise with (&(#))=0 and
(&(2))E(ty)) =2D8(t, —t,) one obtains

ft[a—i—é‘(t')]dt’]>:xoe(a+D)t- (3)
0

(x(t)>=x0<exp

In contrast, for the case of modulation by the £(¢) regard-
ed as a high-frequency field, i.e., containing a number of
high-frequency components, the integral in the exponent
in (3) is a function of the same high frequencies and, thus,
for sufficiently large ¢, it gives no contribution to {x(¢))
monotonic in ¢ at all. This difference exists not only for a
white-noise model of £(¢). For example, taking for £(¢) a
Gaussian zero-mean random function of arbitrary covari-
ance, one arrives at (3) provided D is replaced by D (1),
where

_.l t t ’ " ’ 12
D= [ [ euga))drdr .

In the limit t — oo

where

t—>ow I

5(0)=lim + ['s(r,00at’ ,
0
’ — 1 el ’ T it" 3.1
S(t'w) Py f_m<§(t)§(t t"))el o dr" .

These formulas show that the cumulative effect of the
random influences at large #’s appears only due to the
low-frequency, close to zero, area of the noise power
spectrum. To deal with such effects is completely
beyond the capability of the effective potential concept
mentioned above and the effect of a harmonic modulation
in particular. The same situation holds true for models
such as (1) and other more common ones (see further)
near a critical point.

Though the low-frequency spectrum of noise gives rise
to a trend quite different from that of a harmonic
influence, there exist general features inherent for this
trend associated with a small parameter which allow the
development of a general concept in the same spirit as the
effective potential concept. The first steps towards such a
generalization, using a rather simplified analysis and
comparing it with exactly solvable models of the parame-
trically driven linear oscillators, have been undertaken by
Shapiro and Loginov (e.g., [19]). At that time it was not
recognized that application of the theory in its linearized
form to the nonlinear case can lead to incorrect results,
e.g., wrong estimation of the instability point of the oscil-
lator model (1) with the quartic potential ¥V (x).

That the stationary regime and transient behavior near
a critical point under noise influence differ essentially
from the linearized processes was elucidated thoroughly
on a particular model (1) by Graham and Schenzle [4,5]
but without any reference and discussion of the effective
potential concept. The same point applies to the other
cited literature on the topic. But the analysis of the type
undertaken in [4,5] exploits profound but complex
specific mathematical tools and such relevant analytical
results are known only for the one-dimensional model (1)

with the particular form of ¥V (x),g(x) and only for the
case of particular models of random £(¢). In such cir-
cumstances the development of a more generalized con-
cept, such as the effective potential, seems of essential im-
portance.

These points motivated the present work. Most of all
we were triggered by a strange character of the stabiliza-
tion caused by multiplicative noise: the increments of the
infinitesimal perturbations do not change their signs at
the critical point at all. This touches on a general aspect
since it seems to contradict the method of linearization
used conventionally to analyze the thresholds of instabili-
ty. We dwell on it in the end of our treatment, in Sec. VI.
As will be elucidated, the stabilization by multiplicative
noise resembles an intermittency rather than what one
normally thinks of as strict physical stabilization.

The method developed below refers to a broad class of
many-dimensional systems near a critical point under
chaotic influences, multiplicative and additive, both treat-
ed randomly, with finite correlation time and arbitrary
power spectrum, and treated deterministically. In Secs.
IT and III we present the main assumptions and the basis
of our approach to the problem. It involves both the con-
ventional statistical as well as the deterministic ap-
proaches to the problem. The parameter we assume to be
small is shown to include the ones of both the conven-
tional statistical approach and the deterministic effective
potential concept as particular cases; also we show the
essential similarity between these approaches by means of
presenting the procedure of asymptotic method of non-
linear (deterministic) mechanics in a form close to the
perturbation theory based on the cumulant expansion.
The generalization and extension of the effective potential
concept, which is undertaken in Secs. IV-VI, represents,
in fact, an analytical treatment of the trend of the critical
behavior under nonlinear influence of noise as a function
of its spectral characteristics covering all the range of
bell-shaped spectra, from the monochromatic limit to
white noise.

II. MODEL

We are going to consider the long-time (i.e., smoothed)
behavior of the model (1) and its generalization of the
form

IV(x)
ox

M Xy thy k= — +8;,(x)E,(1) )
1

for a number of variables x (1) =x,(¢),..,x,(t) near a crit-
ical point of a potential function V(x) for the case of fre-
quently alternating &(#)=§&(¢),...,£,(¢). Summation
over repeated indexes is implied. The matrices m, A of in-
ertia and damping are assumed to be positive-definite ma-
trices; the overdamped (m —0) and underdamped (A —0)
systems are also admitted. “Frequently” will mean that
the influence of the forces g (x)£(¢) on the motion of x (¢)
for a characteristic time scale T, of the alternations in
§(¢) is small compared with that for time scales of the
smoothed motions. In the deterministic approach, with a
deterministically given £(¢), the corresponding dimen-
sionless small parameter is usually associated with the
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scale |/ ~'x _|, which is of the order of magnitude of
e=|l"Ym+hT,) 'g&|T? . (5)

Here / characterizes scales in x associated with the shapes
of VV(x) and g(x); | | denotes a norm; and x _ is of the
order of fluctuation x during time T,. It is a similar con-
dition with € << 1 (for the underdamped systems) that was
assumed by Landau and Lifshitz [18] when deriving the
conventional effective potential concept.

In the statistical approach, when the £(¢) is treated as a
random finite-valued function of a short correlation time
7., almost all the realizations of £(¢) alternate near zero
with frequencies >>7, !, so it is natural to associate T,
with T, and to take the scale (5) with T, replaced by 7, as
a small parameter.

For the stochastic systems (4) which are underdamped
and linear, with V¥ (x) and g(x) linear in x, the dimen-
sionless parameter was introduced (Brissaud and Frisch
[20])

ex=|m " lg&|r? (6)

where g =Vg(x) is a constant matrix. The scale (6) is
called the Kubo number and it is frequently used as a
small parameter in a more general case (e.g., [16,17]).
The Kubo parameter for the nonlinear systems is intro-
duced rather formally, via a differential operator function
figuring in the continuity equation associated with the
system under consideration.

What is the physical sense of (6) and its generalization
for the nonlinear systems? How do we juxtapose (6) and
(5)? What then about the scale [ for a system linear in x?
Our way of looking at these questions is as follows: The
quantity (6) is entirely due to multiplicative non-8-
correlated noise, otherwise ¢ =0. Such a noise in linear
systems gives rise to a drift of x(z), i.e., growth of the
mean {x(¢)), exponential in time. Thus there appears a
time scale t; associated with the increments of the ex-
ponential drift. To the order of magnitude

ty'=|m " q&lr, . (7)

Just the ratio 7, /t; is the scale given by (6).

In the same way we may interpret the parameter (5):
For the overdamped systems the  quantity
[l Y m+hT,) 'g&|T, is a drift time scale, a modified
t; ! as compared with (7). For the overdamped systems
such a scale is |/ " Ym+hT,) 'g&|*T2. Thus we can
compare the use of (5) with that of (6). Moreover, t; may
be easier to determine than /.

Graham and Schenzle introduced a different parameter
and assumed it to be small in their analysis [5] of the
model (1) with the quartic V(x), g(x)=x, and &(z)
modeled by an Ornstein-Uhlenbeck process. In our nota-
tion the parameter reads

ec=|h"'gelV 7. /Im " 'h| . (8)

For the overdamped limit they dealt with, the scale of
t; !is of the order of |h "'g&|*7.. So € is simply the ra-
tio V't,, /t;, where

t h_l =m" lh
is the relaxation frequency of their oscillator model.
Note that the ratio between (6) and (8) depends on the
magnitude of 7, /t,:

3/2
€g Iy

Te

€k

The scale 7, appears naturally for the covariance
(£(2)E(0)) exponential in z. Estimating ¢, via 7, we used
this form of the covariance. In this case 7. and T, are of
the same order. However, the conditions of smallness of
parameters such as (6) and (8) become too restrictive
for the case T,>7, e.g, when (&(2)£&0))
=(£*)e cosQr with v << Q.

We shall consider the systems (4) with frequently alter-
nating £(¢) of a large class, with the only restriction being
that the drift time scale ¢; is sufficiently large compared
with T, or t, so that the values of (6) or (8) with 7, re-
placed by T, are much less than 1. This class includes
random &(¢) with 7, small and not small and even with
T,— %, i.e., deterministically alternating £(z), as well as a
combination of deterministic and stochastic influences.
We will not specify the functions V(x) and g (x)&(¢) in
the general part of our treatment. In particular, both ad-
ditive and multiplicative frequently alternating influences
are admitted.

III. CLOSE CORRESPONDENCE
BETWEEN THE ASYMPTOTIC METHODS
IN STATISTICAL AND
DETERMINISTIC APPROACHES

Our goal, in the statistical approach, is to investigate
the behavior of the probability density P(x,p,t) to find
the state x (¢),p (¢)=mx(t) of the system (4) at a moment
t near x,p provided an initial state of the system is given.
We exploit the conventional device and proceed from the
continuity equation

9 ~1. 9 9 _
2+ = —= +VV Dyt
3 T Py Bp[hm D (x)] [p(x,p,t)

- 9
g(x)é&(e) app(x,p,t) 9)

for the coarse-grained density distribution p(x,p,) in the

space x,p under given initial condition, say a profile

p(x,p,0). In the interaction representation
p(x,p,t)=elp(x,p,t)

where

_, 0 d _
L= by 1
m pax ap[hm p+VV(x)],

Eq. (9) is reduced to the form

dp _

oLt _a_ —Lt
3 e g(x)§(t)ape pi(x,p,t)

I

=€eR(x,p,t)p(x,p,t) , (10)
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which is standard for a systematic expansion, since the
operator on the right frequently alternates near zero
value; the corresponding small parameter € appears when
dealing with scaled variables. A standard and effective
device to solve (to average) such type of stochastic equa-
tions is the well-known cumulant expansion method (e.g.,
Van Kampen [21]), the cumulant expansion of the or-
dered operator exponent

(expt efotR(x,p,t')dt’D

appearing in the formal solution of (10). This is an
asymptotic expansion in powers of € the first terms of
which give the main contribution for ¢ >>7,, provided
€<<1. In the main approximation, neglecting terms of
the order O(€3), one arrives at the following kinetic equa-
tion:

%(gJ(x,p,t))=62f0t(R(x,p,t)R(x,p,t’))

X {p(x,p,t'))dt" . (11)

With the £(¢) modeled by a Gaussian white noise [and
with the time derivatives in (4), (9), and (10) treated in the
Stratonovich sense) the result (11) is exact. It is also ex-
act for the scalar £(¢) modeled by dichotomic Markov
process of arbitrary correlation scale 7,. Note that for
arbitrary £(¢), provided € << 1, Eq. (11) describes correct-
ly the evolution of the probability density of the system
(4) not only at sufficiently large #’s, but in the limit t —0
as well.

In the original representation, for the probability den-
sity P(x,p,t)={p(x,p,t)), Eq. (9) reads

d -1 a a —1
_ —_— + P , ,t
” +m P, o [Am ™ p+VV(x)]|P(x,p,t)

—_ _a_ ! ry, —L(t—1t"), + i ’ ’
gx)3, J ctuine g " (x)5, Plxp, it

(12)

where [g T(x)],,=[g(x)],; and C(t,¢') is the covariance
matrix, with the components

C,(1,")={£,(DE, (1)) .

For t>>r, within the same asymptotic approximation
the argument ¢’ in the {p(x,p,t’)) in the integrand in
(11) can be replaced by ¢ and the upper limit of the in-
tegration taken, o. This yields

i —2 > ) ’
at(gs(x,p,t)) € fo (R(x,p,t)R(x,p,t —t'))dt

X{p(x,p,t)) . (13)
Correspondingly, in the original representation
d -1 0 0 1
- ————h +VV P(x,p,t
at—!—m pax aP[ m~ p+VV(x)]|P(x,p,t)
=I(x,p,t)P(x,p,t) (14)
where

= 9O [ Ve Lyt (x)O_ L
Ixpt)=g(x) J O cti—ne g (x)g ear.

Taking for the £&(¢#) a 8-correlated covariance
C(t,t')=2D&(t —t') results in Egs. (12) and (14) reducing
to the standard Fokker-Planck form, with the diffusion
operator

aZ
aPian ‘
(15)

0 i)
I(x,p)zg(x)ng +(x)5‘; ED,.qgir(x)gjq(x)

The kinetic equation (14) represents a relevant approxi-
mation for the investigation of the systems (4) near a crit-
ical point under chaotic influences, both additive and
multiplicative, when £(¢) can be modeled by a random
function of sufficiently short correlation time decay ..
However, the existence of the scale 7, imposes a strong
restriction: All the correlations (the covariance and the
higher cumulants) between £(¢,) and £(¢,) must be negli-
gibly small for arbitrary ¢,,¢, provided |t; —¢,| is large
compared with 7,.. This restriction on all the cumulants
is essentially exploited in the perturbation theory method
of the cumulant expansion. Besides, the validity of such
a restriction cannot be ascertained in practice. Another
essential point is that the restriction does not allow the
incorporation of a frequently alternating £(¢) with larger
7.. Different perturbation theory methods have been
developed (e.g., Hanggi [22], Jung and Hanggi [23]) to
cover all the range of 7., but they are rather specific, for
particular statistics and spectra of the noise and for par-
ticular models of the dynamical systems.

All this makes it of importance to turn to the deter-
ministic rather than the statistical approach. Let us con-
sider a deterministic system (4), with a nonrandom func-
tion £(¢) with

(&(n) 7= lim iT fOTg(t')dt'=o, (16)

which frequently alternates in ¢ near zero, so that the
deterministic asymptotic method, i.e., the time smooth-
ing method of nonlinear mechanics (e.g., Bogoliubov and
Mitropolsky [24]), is applicable. The class of functions
&(t) for which the effectiveness of this method can be
rigorously justified [according to Krylov and Bogoliubov
theorems (see [24])] includes quasiperiodical type func-
tions, i.e., having the spectral representation

2 el(z)k tgk
k

&(t)=Re (17)

with arbitrary real o, the number of which is not limited.
With this the part of the sum (17) at relatively high fre-
quencies, of a scale T, !, is assumed to give the main con-
tribution into £(¢) so that the parameters (5) and (6) with
7. replaced by T, are much less than 1.

The form of the continuity equation (10) is standard for
the application of the deterministic asymptotic method
and in the main approximation second order in € one gets

%(p,—(x,p,t))T=62(R(t)ﬁ(t))r(p,-(x,p,t))T .as)
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The brackets ), denote the operation of time smooth-
ing [as in (16)] and the tilde denotes the operator which
when acting on a function Z (¢) represented by the sum

Z()=3 ez,
k

results in

iwgt

Zin=3 <

—Z .
k#0 1Ok

Let us juxtapose Egs. (18) and (13). We present the
tilde operator in the form

~ - 1 =] —ur _ _ _
Z(n=tim, J ez —n—(z(t—n)rldr, 19)

which is readily verified. Multiplying both parts of (19)
by Z (¢) and averaging we arrive at the identity

(ZWOZ()) ¢

= |i b THT —
”lir& fo e M(Z()Z(t—T7))r

“(Z(t))T(Z(I“T))T]dT (20)

The expression in the square brackets looks like a “tem-
poral covariance.” This quantity indeed becomes the co-
variance function of a random process, provided Z (¢) is
its (representative) realization and the random process is
ergodic, i.e., its statistical and temporal averages coin-
cide.

So, it follows from (18) in view of (20) and since
(R(x,p,t))7=0

d
F" (p(x,p,t)) 1
=e2 i e THT —
€ “1_1>1’(1)1+ fo e (R (x,p,t)R(x,p,t —7)) rd T

X p(x,p,t)) 1 . 21)

Comparing (21) and (13) we see that they practically coin-
cide, up to the accuracy of replacing the time smoothing
by the averaging over statistics and the time scale 7, by
T,. Thus, for a wide class of systems (4) under typical as-
sumptions about the character of the frequently alternat-
ing influences one can arrive at the results of the purely
statistical method of averaging.

This result is essential in view of the restriction of the
statistical asymptotic method mentioned, requiring ex-
istence and smallness of the scale 7., and in view of the
probabilistic character of all statements of a statistical
approach. We wish to emphasize that the restrictions on
applicability of the perturbation theory in both ap-
proaches are the same up to the accuracy of replacement
of 7. by T,, since the reduced equations (and, as a rule,
initial and boundary conditions) are the same.

So, provided the parameters (5) and (6) with 7, re-
placed by T, are small compared with 1, we may rely on
the results which follow from the kinetic equations (12)
or (14) beyond the assumption of existence (finiteness) and
smallness of 7, and take these equations as the basis of a
general problem statement, covering both the determinis-
tic and the statistical approaches.

IV. EFFECTIVE POTENTIAL, FRICTION,
AND DIFFUSION IN x,p SPACE
AS A FUNCTION OF THE NOISE SPECTRUM

Let us consider general features of the noise action
near a critical point within the model considered, i.e., as
it follows from the kinetic equation (14). The total effect
of noise is represented by the right-hand side of (14) and
the only characteristic of noise entering it is the covari-
ance C(t,t —7) in the operator I(x,p,t). The dependence
on the C(z,t —1, is smoothed by the integration, so only
a low-frequency part of the power spectrum of the noise
determines the evolution of P(x,p,t). To investigate the
general features we exploit again the assumption that £(¢)
alternates frequently near zero. This results in the shift
operators exp[ £7L ] producing in time 7=1T, a relatively
small influence on the probability function, while the co-
variance C(¢t,t —7) as a function of 7 varies considerably
in this time scale. In the limit of a §-correlated £(¢) the
shift effect does not manifest itself at all and the trend of
changes, when going from this limit, can be elucidated by
taking a few terms in the expansion

I(x,p,t)=Iy+1,+1,+ ---
=3 g(x)g"’;cm(z)L("’(x,p) 22)
n=0

where

L(O)=g+(x)i L(n+1)=[L(n),L]
o’
(the brackets [, ] denote the commutator [A,B]
= AB —B A4) and

1 ®©
(n) — = n —_
C n!fo 7 C(t,t T)d 71

are matrix coefficients. To the order of magnitude
|c»*t1/Cc™|~0(T,). The expansion arises by integrat-
ing the integral on the right-hand side of (12) by parts re-
peatedly, provided ¢ >>T, and neglecting the terms of the
order <O(€®). One arrives at the same expansion by us-
ing the repeated integration by parts of Eq. (14).

Holding only the term I, results in a pure diffusion ap-
proximation, of the form of (15) with D =D 4, where

D =C'"=xS(0) (23)

and S(w) is the power spectrum matrix of the noise [for
simplicity we consider the case of stationary processes,
i.e.,, when C(t,t")=C(|t—¢t'])]

1 * —ioT
S)=5— [" Clre~idr .

In particular, for the noise spectra with .S (0)=0 the term
I, disappears.

The next term in (22), I, has a structure that gives a
contribution to diffusion [now, unlike (15), both in p and
in x space] and contains, unlike 1, a term contributing to
drift. The drift part arises due to the summand m ~1pd,
in the L in I;. It acts purely like that of a potential force:

d
I )driftZVV(e}f)(x)g
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provided g (x) is vortexless, i.e., VX g(x)=0. This is easy
to verify by noting that C 1 and m ~! are symmetric ma-
trices. The effective potential has the form

W)= —3C my g, (x)gky (%) - 24)

Remarkably, this function differs from the effective po-
tential caused by a deterministic frequently alternating
influence, with £(¢) of a quasiperiodic type (16) and (17),
only by the replacement of the C'! in (24) by the C'dV),

Ersba
Cr(:et)____z rsSqs

(25)
5 o

where £,; denotes the amplitude of the harmonic of £,(¢)
of frequency w,. C'! exactly reduces to this C‘%" for the
case of such influences. Indeed, the deterministic limit
(remember the discussion of Sec. III) is equivalent to the
replacement of the covariance C(t,t —7) by the limit of
its time-average analogue, i.e.,

Crglr) = lim (& (D, (1 =) e ™11 (26)

So, in this limit

zwr ur

)— _ 0
cl) -—fo 7C, (T)dr= lim fo dr 2§rs§qs

p—0+

— 2 grsgqs
ws

1 o Sy
=—— ———do .
2T — a)2 @

Here S(w) is the Fourier transform of the limit covari-
ance matrix (26).

Thus the first two terms of the expansion (22) produce
the main effects associated with the two opposite limits,
the diffusional and the deterministic.

The next approximation, given by I,, has a novel
feature, as compared to, I, and I,: it also gives a contri-
bution to drift, but this contribution, for a vortexless
g (x), contains both a potential and a friction force. The
effective friction matrix has the structure

8 L(x) 93 (x)
(hog)yy = CPm 1 Sh- X na %7

rq
ax’- axl

(27)

The contribution to the effective potential becomes con-
siderable for the overdamped systems, provided 7. is
finite; it reads

VRx)=CPhypmg m; g, (x)g;,(x) . (28)

It is easy to prove that the matrix formed by the right-
hand side of (27) with C,(qz’zl is non-negative definite for
arbitrary g(x). It follows that the effective friction, i.e.,
any eigenvalue of the matrix h ., is non-negative or non-
positive, provided the matrix C'? is non-negative or non-
positive definite. Analogously, the sums on the right-
hand side of (28) and (24) with C,q =1 and C,q =—1are
non~negat1ve It follows, e.g., for a multxphcatlve noise,
when g(x) is a linear or a nonlinear function in x with
g(0)=0, that the effective potentlals VP (x) at x=0

form humps when the matrices C‘?, C(” are non-

negative definite and form pits when they are nonpositive
definite. We wish to emphasize that while C'© is a non-
negative definite matrix, the matrices C 1 and C? are
not: the signs of their eigenvalues depend on the form of
the noise spectrum S(w) at low frequencies. Thus the
behavior of the effective potential and the friction depend
critically on the low-frequency noise spectrum. Note that
C© and C'? and all C"’s with even n are directly relat-
ed to this spectrum by

d?**S (w)
dek

(=D*r

C (2k) —
(2k )

0=0

Let us observe the effect of the influences that have the
covariance function C(7) of the form

C(r)=Qe “"lcos(Qr) . (29)
Then the power spectrum S(w) is of the Lorentzian form
o v v
S(w)=—==
27 | VH(0+Q)?  VH(e—Q)

Varying the parameters Q, v, and () allows us to consider
a continuous change from white noise to the mono-
chromatic limit. Obviously, Q is a constant non-negative
definite matrxx [since Q,, =(&,(1)€,(1))], 7, is of the or-
der of v}, and T, is of the order of ( 24—92)_1/2

The parameters C'" are given by

1

CW=QRe|———77
Q (v+iq) !

(30)

Correspondingly the amplitudes of the effective diffusion,
potential, and friction take the form

0—n_Y
C Qv2+02 , (31)
2 2
e ¥V —Q°
C —Q(V2+Qz)2 ’ (32)
(2) — V(‘V2_3QZ)
Um0 gy 3

These quantities, scaled to their maximum values, are
plotted as functions of v/Q in Fig. 1. The amplitude of
the diffusion is scaled to its magnitude at the limit =0
and of the effective potential at v=0.

In the limit v—0 all the C?¥)—0, so the diffusion I,
and the friction A 4 go to zero. While at v—0 the ampli-
tude of the effective potentlal given by (31), takes its
maximum value and V'}(x) reduces exactly to the result
of the effective potentlal concept [18] for the case of a
deterministic £(¢) alternating harmonically at frequency
Q. With the growth of v/Q the C'V and C'® change
their signs, so one arrives at the trend of V z(x) opposite
the conventional effective potential concept: the humps
become pits and vice versa. Parallel with the change of
Ves(x), both D4 and h.4 become significant, so in gen-
eral the effective potential, the friction, and the diffusion
have to be taken into account together. The limit of
white noise corresponds to v— « and |Q|— o, provided
the norm of C'” remains finite and nonzero. In this limit
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v/Q

FIG. 1. Behavior of the effective potential (1), diffusion (2),
and friction (3) caused by noise vs its power spectrum charac-
teristics.

all the other C'¥)—0 and thus the effective potential and
the friction disappear.

Concerning the case of £(¢) of a more general form of
the power spectrum, note that physically it is natural to
consider frequently fluctuating influences as a number of
random sources that are statistically independent, each
with the power spectrum of the Lorentzian form, with
particular parameters v, 0, and Q =0Q(v,Q). With such
a conventional modeling one arrives at the formulas cit-
ed, provided the expressions on the right-hand side of
(31)-(33) are replaced by the corresponding sums of such
expressions with different values of v, Q, and Q(v,Q).
So, the observed frequency dependences D, V.4, and
h 4 allow us to understand the general character of the
effective diffusion, potential, and friction as functions of
the noise spectrum.

Our splitting of the noise action into the three kinds of
action, as any classification scheme, is effective only to
some extent, i.e., when the joined action roughly resem-
bles a superposition of each action estimated separately
rather than a strongly nonlinear mixture. The scheme
works, e.g., when considering a period of the linear re-
gime of transient behavior, in particular increments of a
linearized system (4) near a critical point. Then the es-
timation of the frequency dependences and the scales of
D4, Vs and h s by means of the formulas cited above
represents a simple device for the analysis and under-
standing of the general trend of the noise effect.

However, when analyzing the steady-state regime, the
shift of the critical point and the transient behavior at
large times, the interplay of the three effects is particular-
ly strong and nontrivial. Also validity of the termination
of the expansion (22) may become questionable. Dealing
with the probability density P(x,?) rather than with the
P(x,p,t), i.e., at the expense of further contraction of the
description, allows us to simplify the analysis and to de-

velop further the concept of the effective potential. We
shall address this now.

V. EFFECTIVE POTENTIAL AND DIFFUSION
IN TERMS OF x SPACE

We shall restrict ourselves here to the systems (4) with
finite damping, so that the time scale ¢, of the drift

caused by the influences £(¢) is large compared with #,,
1

where ¢, ° is of the order of the eigenvalues of the matrix
m ~1h, and as a small parameter € we take here
172
Iy
€= |— <<1. (34)
)

Let us analyze the behavior of the probability density
P(x,t),

P(x,t)= [ P(x,p,t)dp

where the integration is over all the p subspace of the sys-
tem (4), in the same fashion as in Graham and Schenzle
[S]—Dby extension of the well-known adiabatic expansion
method developed by Wilemski [25]. The approach [5]
was developed for the stochastic oscillator equation (1)
with £(¢#) modeled by an Ornstein-Uhlenbeck process.
Here we present a more general treatment, for many-
dimensional models (4) with arbitrary frequently alternat-
ing £(2), provided the parameter € <<1. For the particu-
lar model of [5] the scale € reduces to the €, Eq. (8). For
concreteness and to juxtapose with the results of [5], let
us first develop the method for the same model (1), with
g(x)=x and VV(x)= —ax +bx >, but assuming &(z) to be
an arbitrary random zero mean function with the covari-
ance of the form (29). Then by order of magnitude

2

—1_
= (35)
0 h?v,
and
= 20m (36)
h vy
where vo=v+Q?/v.
Introducing the scaled variables
b |12
=L, 5= |22 x, (37)
to h

the model is then given by the scaled equations
dx
dr

with

_1 I TN U
=27, —ek(x) 62z+6hg(x)§(tot)

k(X)=ayx—Xx°, g(X)=Xx.

The parameter a,=at,/h may be arbitrary, a,~O(1).
The kinetic equation (14) in such terms may be written in
the form

—a—+i2(L0+eL1) P(x,z,F)=I(X,z)P(X,z,f)  (38)
€
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where
d e) d
_ —— __+ ¥ )—
0 az > Ll zZ < k(x ) az
and
— Yo _d pe _y ~ . —(LyteLys
I(x,z)——z?g(x)szfo e " cos({ls e !

Xg(x_)ie(LO-{-eLl)sds
oz

ﬁ——‘ﬂth s V0=V0th .

These parameters may be assumed arbitrary, of the order
O(1), provided the condition (34).

It follows from the Eq. (38) for the probability density
P(%,7)

P(X,7) _ 13

= P(x,7), (39)
a1 € 0X

where the moments P, (X,7) are defined as

P,(%,0= [ z"P(%,z,D)dz ,
il
, 0 d -
€—P,+nP,+€e|—P,,,—nk(X)P,_,
of ox
_n(n—1)_ 2 = €n _
__i““VoAlg (X)P, _ +—2—v0(A1—A0)

Here g'(X)=dg(X)/dx.

In the limit €e—O0 the set (40) describes a rapidly
damped time evolution of the moments P, for n50 on a
time scale n /€’ as indicated by the diagonal term on the
left-hand side of (40). Provided a finite damping and va-
lidity of the condition (34), this is easy to understand
physically, taking into consideration that the systems in
the vicinity of a critical point behave as if they are over-
damped. Taking the steady state as a basic approxima-
tion, this finally produces a series for the moment P,(x,7)
of the structure

X‘t_=§ s |5

R

P(x,7) .
" 9%

Restricting this to the first order in €, the equation for
P(Xx,7) takes the form

k(x)P—garPﬁV"( —Agg()2g(x)P
X

P=
1€ 2 a%

(41)

Here one needs to evaluate the P, from (40) in zeroth or-
der in €, which yields

the integration is over all z space. All these moments are
related by (38) and one can derive a closed equation for
P(Xx,7) in the form of a perturbation expansion in the pa-
rameter €. Now the expansion (22) reads

- v 1
I(x,z)= (x )— Re | ——— |I'"(%,z)
2¢2 208 ,,%, (7+iq)" !
with
- 0 n
I(O)=g(x)$ , l(n-f-l [l( ) 0+6L1] .
Noting that
l(l)=~l(0)+6[l(0),L1] ’ [[1(0)’L1]’L0]=0’
one finds the following € expansion of I(X%,z):
— v
I(J?,z)=5%1‘0)[A11‘°’+6(A0—A,)[l“”,L, 1+€e -]
€
where
= vtn
(v+n)+02 "’

As a result, we arrive at the set of equations for P,(X,7)
of the form

g(f)%g(f)Pn_ﬁ-(n—l)g(f)g’(f)Pn_l +O(?) .  (40)
X

_VO 2= -
P2_7A1g (x)P(x,t) .

We finally obtain
3 _ 3 141—4 3
—P(x,f)=——k(X)P+— —g(X)g'(x)P
ar ax T2 A, ext B
1 3% ,_
— . 42
2 ang (x)P (42)

For the particular case of the &£(¢#) modeled by an
Ornstein-Uhlenbeck process the covariance (29) is ex-
ponential, =0, and Eq. (42) reduces exactly to the re-
sult in [5].

After returning to unscaled variables via Eq. (37) we
arrive at the following Fokker-Planck equation for the
desired probability density P(x,t):

d 9 VV(x)+VV4(x) @
o | ax h P(x,8)=——5 D x)P(x,1)
(43)
where
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eﬁ(")_ﬁn2+ >8%(x) (44)
and
_Q Q2—viv+y) 2
Ver(x) === 45
) @At E @Y
with y=m ~'h.

For the case under consideration the diffusion term
Deglx) is nothing but the diffusion term in the kinetic
equation in x,p space presented in Sec. IV scaled by h2.
The potential ¥V 4(x) of the “spurious drift” force, in fact,
also coincides with the effective potential V' (x) given by
Eqgs. (24) and (32) for the case considered: both have the
same dependence in x and both practically coincide at
relatively large as well as at small values of €. The
difference decreases still more when taking 1nto account
the correction to the V' (x) given by the V2 (x), Egs.
(28) and (33) for the case.

One may suggest a similar situation for the random
influences of an arbitrary power spectrum and for
V(x),g (x) of more general form, provided the assump-
tion (34) holds. And, indeed, modeling £(¢) by a sum of
zero mean functions that fluctuate statistically indepen-
dently and each with a covariance of the form (29), one
can easily find appropriate scales for X,7 in (37) and re-
peat all the reasoning and calculations. As a result, we
then arrive at an equation that differs from (43) in that in
(44) and (45) the parameter Q is replaced by a function
Q(v,Q) and a summation over v,{) appears. Further-
more, the derivation can be readily extended to many-
dimensional systems (4), so that one arrives at a many-
dimensional analogue of the corresponding Fokker-
Planck equation (43).

The diffusion equation under consideration is the same
as describing the system governed by the stochastic
Langevin equation

dx

== VV(x)= VU q(x)+g(xm(0) 46)

where 7(¢) is Gaussian white noise, with

(n)=0, {(n(t)n0))= Q(v,Q) 8(1)
The summation over v, is implied and the time deriva-
tive is treated in the Stratonovich sense. The effective po-
tential U g(x) differs from V (x) and reads (for simplici-
ty we cite the formulas for one-dimensional case)

U (x)=Vp(x) + LDl x)

_ Q(V"Q’) Vﬂ 2 47
S y[Q2+(v+7/)2]g (x). (47)

Thus the problem for random influences of arbitrary
power spectrum is reduced to a much more simple and
standard problem.

For the particular choice VV(x)=—ax +bx 3glx)=
one arrives at the well-studied Landau equation w1th a
white-noise-dependent control parameter. Then it im-
mediately follows from (46) and (47) that the original crit-
ical point @ =a2=0 is shifted by the value

8a, =AU 4(x)|, o= 22D IV g
m  y[Q°+(v+y)]
At a<al+8a, the stationary distribution reads

P, (x)=8(x). This is the only steady-state solution of
(43) at a <a2+8a,, so it is stable since the system is er-
godic. At a >a_.+0da, this steady state is unstable while
the stable state takes the form

P, =Nx(a —a0—8a, )2htoe —htybx?
where N is the constant of normalization.

Thus the potential U z(x), and not V 4(x), determines
the steady state and the shift of the critical point. The
same formula (48) holds in a more general case, when
x =0 is an unperturbed critical point [where V¥ (x)=0]
and the influences are multiplicative.

Strikingly, the potential U(x) has quite different fre-
quency dependences than V g(x). It does not change the
sign and decays monotonically with the growth of Q. As
evident from the Eq. (47), the difference U g(x)—V 4(x)
that causes such a trend originates from the inhomogene-
ous diffusion [in terms of the Eq. (43)]. So, similar to the
diffusion, the difference is entirely due to the power spec-
trum of the noise £(¢) at zero frequency. Measuring the
noise effect by its diffusion coefficients, Eq. (47) takes the
form

vty v +Q?
vy Q¥ (v+y)?

The frequency-dependent factors standing before the D4
on the right-hand side are always positive and practically
do not depend on . For an arbitrary nonlinear function
g(x) with g(0)=0 or with Ag=0 at x =0 there always
occurs, similar to the result (48), the stabilization effect,
i.e., a positive shift da, of the critical point. Note that
for the overdamped systems, of finite # and m —O0,
Ug(x)—0 while V. g(x)——Dgx)/2#0 as follows
from (45) and (49).

One may infer from this consideration that the
effective potential U, appearing in the equivalent
Langevin equation (46), plays the main role in the deter-
mination of the steady-state regime near a critical point
and its stability, rather than the effective potential
V.s(x), figuring when dealing in terms of the (x,p) space.
However, this is only a part of the truth as will be seen
from the following discussion.

Ueﬂ'(x)z

Degx,v,Q) . (49)

V1. CRITERIA OF INSTABILITY
AND INTERMITTENCY
UNDER MULTIPLICATIVE NOISE

The estimation of instability thresholds of a system via
analysis of the eigenvalues of a linearized system associat-
ed with it is a conventional method. However, this
method fails for systems near a critical point under multi-
plicative noise. This failure is not that associated with
the pathological cases of zero eigenvalues of the linear-
ized systems.

The simplest one-dimensional stochastic Landau equa-
tion
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h%=ax~bx3+x§(t) (50
demonstrates this paradoxical feature. The feature is
essential for understanding the character of the stabiliza-
tion action caused by chaotic modulation. Nevertheless,
to the present author’s knowledge, it has scarcely been
discussed in the literature. Let, e.g., £(¢) in (50) be &
correlated, {&(z)) =0, (&(¢)£(0)) =D&(¢t). Then, as men-
tioned in Sec. V, the probability density P(x,t) for this
system evolves from a given initial state so that

lim P(x,t)=8(x) ,

t— o

a<0.

The state x =0 is stable at a <0, while at a > 0 this steady
state is unstable and the stable distribution of P is given
by

— A7y ah/D—1_ —x2%bh /2D
P,=Nx e .

These results, which are exact, show that the critical
point is at

a=a,=0.

The transition is sharp and the relaxation behavior at
large ¢’s is determined at @ ~0 by the time scale h?/D
rather than by the magnitude of the large scale % /|a| (see
[4,5).

Now let us consider the behavior of this system linear-
ized in the close vicinity of the stable equilibrium state
x=0. In the linear approximation the moment {x(z))
obeys the equation

d —
hz(x)— (x), (51)

D
+__
a7

which shows that the (x(¢)) becomes unstable not at
a =0 but earlier, at a =a,,

a =— % . (52)
This result is also exact. So, when the control parameter
is inside the interval a, <a <a,, our system, being ulti-
mately stable, nevertheless is linearly unstable. Further-
more, the interval of linear instability spreads, in fact,
below the threshold a,. Indeed, the threshold of instabil-
ity of {x"™(t)) of the linearized at x =0 system (50) for a
Gaussian 8-correlated £(¢) is

i.e., for large n a, ranges much below a, =0 [26].

Strictly speaking there is no contradiction: though the
system is linearly unstable, after a perturbation arises the
system will finally relax to the state x =0 and stay there
infinitely long, resulting in Py(x)=38(x). This
phenomenon is not due to the specifics of the statistical
approach and it should take place also in the determinis-
tic systems of the same kind, since (as far as we are in-
terested in ergodic systems) the deterministic systems
corresponding to almost all realizations of the random
process, arter temporal smoothing, should behave the

same. There is no contradiction with the asymptotic time
smoothing method of deterministic nonlinear mechanics
in that the threshold of instability of a nonlinear deter-
ministic system is not determined by the criterion es-
timated from the linear approximation near equilibrium.
This method (see the Krylov-Bogoliubov theorems in
[24]) guarantees an adequate approximation at f— o
when the linear approximation of the averaged equations
near equilibrium is stable. However, the opposite, i.e.,
that the instability of the linearized system implies the in-
stability of the nonlinear system, does not follow from
anything.

Let us look at our system more closely. Being at x =0,
it reacts to any infinitesimal perturbation with exponen-
tial growth in ¢ of {x(¢)), i.e., it explodes until the non-
linear terms come into the play. According to our es-
timations (details will be published elsewhere) the magni-
tude of x () achieves at a <0, |a| << D, the values

x,, ~max(V'{x%))~V'D /bh (53)

while the characteristic time scale T of the transient pro-
cess is of the order

(54)

provided x3bh /D <<1, where x, is the initial value of x
induced by a perturbation. The infinitesimal perturba-
tions, of course, are unavoidable as long as we are dealing
with physical systems and not with pure mathematics.
This means that our system will explode from time to
time, i.e., a regime of intermittency takes place. In the
case when these explosions are rather rare, and corre-
spondingly the external influences causing them are rare,
the steady-state regime will differ from the Pg(x)
infinitesimally small.

Let us turn to the systems governed by Eq. (43) or (46).
In the case of multiplicative noise, of the form g(x)=x,
we obtain for the corresponding threshold a, of the linear
instability

a, =A[V(X)+V3(x)]|, cg=al+8a,
with

5 _9Q Q —v(v+y)
a1= 24 202 27
m (Q°+vI)[Q*+(v+y)]

At a <a,; the system may be considered as ‘“really”
stable. (The border of the instability is rather eroded and
spread into the region a <a, as evident from Ref. [26].)
Thus the effective potential V 4(x) rather than U(x)
determines the “real” instability threshold.

The interval of intermittency as follows from (55) and
(48) is given by the difference

Bal~8ac=A[Ueﬂr(x)-—Veff(x)]lx=o

_0Q) v/y
0= > 5 - (56)
m v +Q
So, the larger the diffusion, the larger the interval of in-
termittency. Such is the price of the stabilization effect
(estimated via the shift of a,) resulting from the low-

(55)

:%ADeﬁ'(x)l

x =
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a/da ] _
¢| regime of developed fluctuations
1
0.5 intermittency
1 2 3 V/Q
-0.5 quiescent state

FIG. 2. Character of the steady-state regime for the case of
multiplicative noise. The interval of intermittency is given by
(56). The noise covariance is taken from the form (26) with
Q=y.

frequency part of the power spectrum of the noise. The
trend in the plane (a /§.,v/Q) is illustrated in Fig. 2. In
the interval of intermittency the system can respond
strongly to a small perturbation. The formulas (53) and
(54) may serve as a rough estimate of the scales of the
time period of the enhancement and of the maximum
value that x (z) takes. A detailed analysis is beyond the
scope of this paper.

VII. CONCLUSION

There were two approaches used, the conventional sta-
tistical (dealing with the ‘“colored” noise, i.e., table-
shaped spectra) and deterministic effective potential con-
cept (valid for the case of no low-frequency component in
the spectra). The theory represented here is more general
and contains both limits. A small parameter is intro-
duced which is related to the time scale 7, of the system’s
drift and the frequency scale Tc_1 of alternations of the
chaotic influences rather than their correlation decay
scale 7,. This and the close correspondence demonstrat-
ed between the asymptotic methods of both approaches
have made the method rather general and simple at the
same time.

The nonlinear influence of the noise was split, in the
coordinate momentum picture, into the three
contributions—effective potential, friction, and diffusion.
The general structure of these quantities was shown to
possess features allowing determination of the sign, the
trend, and the contributions and their dependences on
the spectral characteristics of the noise without going
into the details of actual analysis. We wish to emphasize
that these results apply to multidimensional systems, of
arbitrary number of modes (waves) of motion, and the
analytical treatment covers all the range of table- and

bell-shaped spectra of noise, from the monochromatic
limit to white noise. They show essential nonmonoto-
nous dependences when going from one limit to the other
and this trend gives a clear notion about the
modifications and extensions of the conventional, deter-
ministic, effective potential concept.

In view of the essential interplay between the effective
potential, friction, and diffusion that takes place when
considering the transient behavior at large times, it ap-
peared at first that the characteristics introduced were
not useful, e.g., for the analysis of the noise-induced shift
of the critical point and the steady-state regime. Howev-
er, the treatment given here shows that this is not so and
that the characteristics determine, in fact, the trend and
scales in a standard and constructive way—at the ex-
pense of dealing with the system’s drift and diffusion in
the x space rather than the (x,p) space. An essential
feature is that the effective potential in these pictures
differ drastically. The difference originates purely from
the low-frequency components of the noise spectra and is
related to the diffusion coefficients in a straightforward
manner.

Finally, the result should be emphasized that the stabil-
ization by multiplicative noise should be always followed
by an intermittency, as far as it concerns the noise with
nonzero intensity at low frequencies. The intermittency,
as elucidated, occurs over a rather broad interval of the
controlling parameters. For the case of a colored or
white noise the area of intermittency covers all the region
of stabilization. This feature, though intrinsic for the sta-
bilization behavior, is hidden, and may not show itself
when making conclusions only on the basis of the station-
ary probability distribution.
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